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Abstract - The major objective of this study revolves around accurately estimating the distance a car can 
travel in kilometres per Litter of fuel consumed. This study develops a precise machine-learning algorithm for 
predicting vehicle petroleum consumption. This encompasses adapting distinct machine-learning techniques, 
evaluating their performance, selecting the most optimal model, and validating its real-world applicability. 
The dataset used for this study includes attributes such as Miles per gallon (Mpg), acceleration, horsepower, 
displacement, cylinder count, and car model. The implementation strategy entails comprehensive data pre-
processing and employing well-established machine learning techniques: Random Forest, Decision Tree, and 
Linear Regression. The Python programming environment is applied for coding and data manipulation. Model 
performance assessment uses the Mean Squared Error (MSE) metric. The findings show the performance of 
the Random Forest algorithm as having the lowest MSE value of 0.008806 among the assessed models. In 
conclusion, the proficiency of the Random Forest algorithm. in predicting fuel consumption will open avenues 
for informed decision-making and resource optimization within the automotive sector. 
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1 Introduction 
John McCarthy coined the term machine learning in 1955. He defined it as a branch of engineering. However, it 
includes experience and quick responses to questions (Gupta et al., 2024). Machine learning can also be defined 
as that which enables computers to learn (Samuel et al., 2022). This research uses the most effective method for 
predicting vehicle fuel consumption. It is important to understand the factors that affect fuel consumption and 
models that can accurately predict fuel consumption (Ashqar et al., 2024). The automobile industry is one of the 
fastest-growing industries in the world. With the increasing number of vehicles on the road, there is also an 
increase in fuel consumption. The understanding of factors that affect the models that can accurately predict fuel 
consumption. 

This study consists of five sections. Section one contains the background and contribution to knowledge. Section 
two includes a review of fundamental concepts and related works. Section three showcases the presentation of the 
methodology and the techniques, technologies, and tools to be used. Section four presents the results obtained. 
Section five includes the conclusions and recommendations of this study.   

The contributions are 

(1) To adapt Random Forest, Decision Tree, and Linear Regression techniques to prediction 
(2) Evolve algorithm that accurately predicts fuel consumption in vehicles  
(3) Validate the prediction model with the best performance. 
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2 Literature review  
This section provides an in-depth review of the relevant literature about the current study. The review encompasses 
various aspects, including machine learning techniques in predicting fuel consumption, the methodologies 
adopted, and an overview of pertinent works in the field. Fuel consumption prediction is vital for optimizing 
energy use and minimizing environmental impact in transportation and energy systems. It helps us understand 
consumption patterns, make efficient energy decisions, and develop strategies. Recent progress, driven by data-
driven methods and technology, has improved fuel consumption prediction. These predictive models, from single 
vehicles to entire cities, consider factors like vehicle type, driving conditions, and weather (Su et al., 2023).  

Machine learning drives these models, analysing past and real-time data for accurate predictions. This has wide-
ranging benefits, reducing costs, and carbon footprints, and enhancing sustainability. The progress in this field 
also contributes to our understanding of energy dynamics and supports the shift to sustainable energy. By 
combining machine learning and data analysis, researchers are revolutionizing fuel management for a greener 
future (Smith, 2022). Chen et al. (2021) introduced machine learning for predicting fuel consumption for spark-
ignition engine vehicles based on real-world driving conditions. A set of driving data was collected from an on-
board diagnostic (OBD) system, pre-processed data, and the most relevant features using a correlation-based 
feature selection method. Then, three machine learning algorithms were used to predict fuel consumption: random 
forest, support vector regression, and multilayer perceptron. The models were evaluated using three metrics: 
MAE, RMSE, and coefficient of determination. The results showed that the random forest model outperformed 
the other two models, and the feature importance analysis identified engine load, vehicle speed, and engine coolant 
temperature as the most critical features for fuel consumption prediction. The authors concluded that their machine 
learning approach is an effective method for fuel consumption prediction of spark-ignition engine vehicles, which 
can lead to economic and environmental benefits. 

The purpose of Xu et al. (2021) is to develop a general research guideline on structural sciences with the current 
researchers to have greater knowledge to understand the importance of the basic sciences. Yang et al. (2024) 
improve the accuracy of model prediction and describe the basis for controlling consumption. Manivannan (2024) 
applies machine learning to produce a smart energy system for electrical vehicles using optimization methods to 
reduce costs and time. Katyare et al. (2024) investigate issues in forecasting different levels of systems, with a 
focus on accuracy. as accurate predictions are important for improving efficiency. 

The literature review of the different prediction models is given as follows. 

2.1 ANN 

Li et al. (2020) demonstrated that machine-learning models predict urban buses. They collected data from a real-
world driving cycle and applied four models: decision tree, RF technique, and artificial networks (ANN). They 
investigated the performance of the accuracy. The three models identified the most critical factors. The study 
demonstrated that machine learning models can effectively predict urban buses optimize the performance of urban 
buses, reduce fuel consumption, and minimize carbon emissions. 

Tang et al. (2022) developed a prediction model for a heavy-duty truck using artificial neural networks (ANNs). 
The authors collected data on various driving conditions, including vehicle speed, acceleration, engine load, and 
other parameters, from an on-board diagnostic (OBD) system installed in the truck. The collected data was pre-
processed, and the features were selected using a correlation-based feature selection method. The authors then 
developed an ANN model for the truck's features. The performance was evaluated using two metrics: mean 
absolute error (MAE) and coefficient of determination (R²). The accuracy in predicting fuel consumption has an 
MAE of 0.3 km/L and R² of 0.96. The authors concluded that their ANN-based fuel consumption prediction model 
can be used to optimize the control strategies of heavy-duty trucks and improve their fuel efficiency, which can 
have significant economic and environmental benefits. 

2.2 Random forest  

Wu et al. (2024) state that the random forest method for monitoring malware is an improvement in the application 
of machine learning. The technique consists of obtaining different sets of datasets. The evaluation for the 
estimation of accuracy is greater than previous techniques. Noviyanti et al. (2023) provide an increase in the 
reliability of fast monitoring of diabetes using the Random Forest algorithm model. The study was done with the 
aid of data collection, data pre-processing, modelling, and evaluation. 
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2.3 Decision tree  

Blockeel et al. (2023) present the importance of decision trees in machine learning. The study investigates changes 
in the study of decision trees over time. It provides the strong characteristics and shortcomings of decision trees. 
Costa and Pedreira (2023) present an in-depth of the major progress made in decision tree research, in terms of 
training data, modeling, and interpretation. 

2.4 Linear regression models  

To eradicate imbalanced datasets in regression, a regression method is provided together with the Gaussian 
technique (Wen et al., 2024). These methods involve the gradient-boosting decision tree (GBDT), random forest 
(RF), and extreme gradient boosting (XGBoost) models. As a result, the GBDT model possesses the highest 
accuracy with R2 = 0.95, MAPE = 29.8%, and evaluation results (n = 3214, R2 = 0.84, MAPE = 38.8%). Aziz et 
al. (2024) present a model to monitor information from the data sets. The proposed technique is useful for reducing 
crime. The methods involve the use of several regression models that are developed depending on the regression 
techniques, decision tree regression (DTR), simple linear regression (SLR), and support vector regression (SVR). 
The study was pre-processed using MySQL and R programming. 

3 Methodology  
This section discusses the study methods used in predicting fuel consumption using machine learning. It provides 
details of data collection, data pre-processing, and the models used. 

3.1 Data collection  

This section outlines the methodology adopted to achieve the research goals and objectives. The initial phase 
involves data collection, with the dataset sourced from Kaggle, providing comprehensive information about fuel 
consumption. This data set encompasses attributes such as mpg) acceleration, horsepower, displacement, cylinder 
count, weight, and car model. The data size used consists of 18 vehicles of different models. The dataset contains 
9 columns while the target variable is the MPG (miles per gallon) as the target variable in research work represents 
the primary focus of modeling efforts. For training purposes, the pre-processed dataset is divided into the 
experimental vehicle and the vehicle of other models. These are converted into numerical values: 0 for 
experimental cars and 1 for different vehicle models. This study uses 70% of the data: training, and 30%: testing. 
The fuel consumption dataset is shown in Figure 1. 

 

Figure 1: Fuel consumption dataset 



Journal of Computing and Social Informatics (Vol 4 No 2, 2025) 
 

 31 

3.2 Data pre-processing  

This step involves cleaning and filtering to achieve further analysis. The technique used for the pre-processing of 
the data is the One Hot encoding technique. One-hot encoding is a technique used in data pre-processing to convert 
categorical variables into a binary matrix format. It's commonly applied in machine learning and data analysis 
when dealing with categorical data that cannot be directly used by algorithms that expect numerical input. In one-
hot encoding: 

1.  Each unique category in the categorical variable.  

2.  For each observation (row) in the dataset, only one element in the binary vector is 1, indicating the presence 
of that category, while the other elements are 0, indicating absence.  

For the above dataset, one hot encoding was used to convert the cylinder attribute from being a categorical variable 
to Binary format (0s and 1s). One-hot encoding enables machine learning algorithms to effectively work with 
categorical data, which are often nominal or ordinal. It prevents the algorithm from assuming any ordinal 
relationship between categories and treats each category as a distinct and independent feature to capture 
categorical information without introducing unintended biases. The data pre-processing techniques performed on 
the cylinder attributes are shown in Figure 2. 

 

Figure 2: A snippet of the encoding technique performed on the cylinder attribute 

3.3 Model description  

The models used in this study are described in this section. This involves the process of choosing the most 
appropriate machine learning model architecture it involves selecting a model that is well-suited to the data and 
provides accurate and reliable predictions. 

3.3.1 Random forest  

Random Forest is a powerful supervised learning technique for regression and classification tasks. The classifier 
is an ensemble algorithm that builds multiple decision trees and combines them to produce a more effective 
classifier. The Random Forest algorithm pseudocode is shown in the following steps. 

Step 1: Select randomly M features from the feature set 

Step 2: For each x in M 
a. Calculate the Information Gain 

Gain (t, x) = E (t) – E (t, x) 
𝐸(𝑡) = ∑𝑐 − 𝑝$ log2 𝑝$ 
𝐸 (𝑡, 𝑥) = ∑𝑐∈K 𝑃(𝑐)𝐸(𝑐) 
Where E(t) is the entropy of the two classes, E(t,x) is the entropy of feature x 

b. Select the node d  
c. Split the node into sub-nodes 
d. Repeat steps a, b, and c to construct the tree until it reaches the minimum number of samples to split.  

Step 3: Repeat steps 1 and 2 N for times to build a forest of N trees 
 
The structure of the vehicle fuel consumption prediction based on the random forest is given in Figure 3. 
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Figure 3: The structure of a vehicle fuel consumption prediction based on the random forest 

3.3.2 Linear regression   

Linear regression, a form of supervised machine learning, establishes a linear connection between a dependent 
variable and one or more independent features as shown below: 

Given 

𝑦! ∈ 𝑌	(𝑖 = 1, 2,⋯ , 𝑛)	are labels to data (Supervised learning) 
𝑥! ∈ 𝑋	(𝑖 = 1, 2,⋯ , 𝑛)	are the input independent training data (univariate – one input variable/parameter) 
𝑦5! ∈ 𝑌6	(𝑖 = 1, 2,⋯ , 𝑛)	are the predicted values, with 𝑌6 = 	𝜃" + 𝜃#𝑋	where 𝑦$9 = 	𝜃" + 𝜃#𝑥!  and 𝜃", 𝜃#  are the 
intercept and slope, respectively. 

3.3.3 The DT algorithm    

The steps for a decision tree algorithm are given as follows.  

1.  Start.   
2.  For every iteration, compute the Entropy(H) and Information gain (IG) of this attribute. 
3.  Select the attribute with the smallest Entropy or Largest Information gain. 
4.  Get S. 
5.  The algorithm begins processing. 

3.4 Model evaluation  

This section delves into the techniques employed to assess the performance of the algorithms utilized for the 
prediction model. In the context of this project, the evaluation method is the Mean Square Error (MSE). This is 
given as follows. 

𝑀𝑆𝐸 =
1
𝑛< (𝑚𝑝𝑔! −𝑚𝑝𝑔$@)#

%

!&"
 

where 𝑛 represents the total number of instances, 𝑚𝑝𝑔! is the actual “mpg” value for the i-th instance and 𝑚𝑝𝑔$@  
is the predicted “mpg” value for the i-th instance. 

4 Results and discussion  
This section presents the results of the implementation performed in this study and its evaluation metrics employed 
to validate the result, and performance of the model. It also provides a detailed discussion of the results and 
findings of the model. 

4.1 Model implementation  

In this study, the model was implemented using hardware and software tools. 
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4.1.1 Hardware tools  

The hardware tool used for this study is a computer system running Windows operating system it serves as the 
host for the other hardware tools this research requires one computer system.   

4.1.2 Implementation of the study  

The software used for implementing this study is the Python programming language. Python is good for data 
mining, analysis, and Machine Learning. The Jupyter Notebook is the version of the Python programming 
language used. It is an online intelligent computational environment-based software for creating notebook 
documents. This software allows users to create and share documents with live code, equations, visuals, and 
narrative text with the open-source Jupyter Notebook program. Figure 4 shows the comparison between the 
sample data and the corresponding predicted values. 

 

Figure 4:  Results using Jupyter Notebook environment 

For the three models that were used for this study, Random Forest has the least MSE (mean square error) value. 
Figure 5 shows the MSE value for the three models. Random Forest has the least (MSE) value 0.008806, Linear 
Regression: 0.010937, and Decision Tree: 0.015844 respectively, and the lower value indicates a better fit, hence 
making the Random Forest the most efficient model. Furthermore, during the development of the model, a 
comparison was made between a sample with the corresponding predicted data. This comparison served as a 
validation technique to assess the performance of the trained model. The agreement between the predicted and 
actual data provided insights into the accuracy and reliability of the model's prediction. This is shown in Figure 
5. Figure 5 shows the visualizations for linear regression, decision trees, and the Random Forest technique. The 
figure shows that the Random Forest technique has the lowest matric value when the three methods are compared. 
This indicates that Random Forest is the most efficient method.   
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Figure 5: Result visualization of the metric value for the three model 

4.2 Evaluation of results  

According to Figures 4 and 5, the Random Forest technique is the best-performing technique. To determine its 
accuracy, it is compared with Eyring et al. (2024) and Asnicar et al. (2024). The three methods were tested on 23 
datasets. Table 1 gives the actual data and their respective estimates using Eyring et al. (2024), Asnicar et al. 
(2024), and the Random Forest technique. 

 
Table 1: Actual data and estimates for techniques 

 
Eyring et al. (2024) Asnicar et al. (2024) Random Forest 

Actual data Estimates Actual data Estimates Actual data Estimates 
39.59 46.11 39.59 43.56 39.59 44.18 
43.60 48.43 43.60 46.77 43.60 47.91 
40.74 44.67 40.74 43.14 40.74 43.94 
42.75 48.95 42.75 46.32 42.75 47.01 
39.18 46.21 39.18 43.34 39.18 44.22 
34.79 40.66 34.79 37.21 34.79 38.54 
39.68 45.79 39.68 43.11 39.68 44.32 
40.84 44.41 40.84 42.32 40.84 42.99 
42.03 45.76 42.03 43.01 42.03 43.87 
41.78 46.46 41.78 43.32 41.78 44.58 
42.94 46.42 42.94 43.11 42.94 44.36 
38.12 43.68 38.12 39.92 38.12 40.93 
35.91 40.43 35.91 37.88 35.91 38.03 
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40.95 45.74 40.95 42.43 40.95 43.46 
41.56 47.32 41.56 44.47 41.56 45.84 
42.34 45.46 42.34 43.13 42.34 43.79 
42.64 46.34 42.64 43.73 42.64 44.74 
42.15 46.85 42.15 43.58 42.15 44.36 
36.90 40.85 36.90 37.41 36.90 38.58 
35.76 39.47 35.76 36.74 35.76 37.74 
41.58 45.27 41.58 42.82 41.58 43.43 
42.15 46.11 42.15 43.15 42.15 44.85 
40.92 44.32 40.92 41.89   

 
The results of the comparisons are shown in Table 2. Table 2 indicates that RMSE for Eyring et al. (2024), Random 
Forest, and Asnicar et al. (2024) are 0.873, 0.596, and 0.704, respectively. The MAPE for the Random Forest is 
0.921%, which is the smallest compared with Eyring et al. (2024), and Asnicar et al. (2024) having MAPE values 
of 1.957%, and 1.199%, respectively. 
 

Table 2: Evaluation of techniques 
 

 Eyring et al. (2024) Random Forest Asnicar et al. (2024) 

RMSE 0.873 0.596 0.704 
MAPE (%) 1.957 0.921 1.199 

 
The output for the RMSE and MAPE of Eyring et al. (2024), Random Forest, and Asnicar et al. (2024) indicate 
that the Random Forest is the most accurate for estimating data. The RMSE and MAPE values of the Random 
Forest are the smallest evaluated compared to Eyring et al. (2024) and Asnicar et al. (2024). A critical study of 
past studies depicted in Section 2 shows that the Random Forest technique is the most widely used machine 
learning technique. Section 2 is organized to show the strengths and weaknesses of each method. 

5 Conclusion   
The study aims to develop a robust and dependable model capable of accurately predicting fuel consumption. The 
models' performance was assessed using the Mean Squared Error (MSE) metric. This metric was chosen as it 
effectively measures the accuracy of predictions, with lower values indicating better performance. Upon 
evaluating the models, it was observed that the Random Forest algorithm exhibited the least MSE value 
(0.008806), signifying superior predictive capabilities. The Linear Regression algorithm had an MSE of 0.010937, 
while the Decision Tree algorithm had an MSE of 0.015844. This outcome underscored the Random Forest 
algorithm's dominance in accurately predicting fuel consumption. These findings underscore the Random Forest's 
potential to revolutionize fuel consumption prediction, a crucial aspect of vehicle management and resource 
allocation. The model developed here offers a reliable tool for vehicle fuel consumption. The future research for 
this study will consider having diverse samples to validate the model's robustness and universality.  
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