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Abstract- This study evaluated the  site characteristics influencing the time and cost 

delivery of building projects, determined the range of percentage cost and time overrun and 

developed a neural network model for predicting the percentage cost and time overrun  using 

the site characteristics of building projects. The study evaluated twelve site characteristics 

and two performance indicators obtained from records of construction costs, contract 

documents, and valuation reports of 126 purposively sampled building projects spread across 

several cities in Nigeria. Analyses were with descriptive and artificial neural network.  It was 

concluded that with fairly favourable site characteristics, cost overrun range reached 77.95% 

with a mean variation of 44.36%, while time overrun range reached 51.23% with a mean 

variation of 26.77%. It was found that the accuracy performance levels of 91.93% and 

91.43% for the cost and time overrun predictions respectively were very high for the 

optimum models. Building projects have eight significant site characteristics which can be 

used to reliably predict the percentage overrun, among which the ground water level, level of 

available infrastructure and labour proximity around the site are the most important predictors 

of cost and time overrun. The study recommended that project owners, consultants, 

contractors and other stakeholders should always use the eight identified site characteristics 

in predicting percentage cost and time overrun, with more priority on the first three 

characteristics. The study also recommended the neural network prediction approach due to 

its prediction accuracy. 
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1.0 INTRODUCTION 

Buildings are major products of the construction industry which serve as life support 

systems, provide shelter, encourage productivity, and embody our culture [1, 2, 3]. Housing 

development has been a concern of individuals, families, groups and government since the 

dawn of urban civilization due to its importance [4], because buildings are incredibly 

expensive to build and maintain, hence their economics have become a vital and complex 

issue throughout their lives. Some studies have reported the poor performance of the industry 

in cost and time of projects due to many problems [5, 1, 2]. Consequently, individual efforts 

to build or own a house are affected by a number of constraints which include; land 
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acquisition problems, low income of individuals, high cost of building materials, statutory 

regulation, and non-use of local materials among others [4].  

 

Among these problems, land acquisition and its related characteristics pose the greatest 

difficulty to urban housing production in many developing countries [6]. The location of a 

building, unforeseen ground condition of the site and soil undoubtedly contribute a lot to the 

cost of buildings [7, 8]. The knowledge of site condition is important to reduce construction 

costs, minimize risks of natural hazards arising from the impact of proposed development on 

natural resources such as soils, vegetation and water systems [9]. Similarly, it has been 

observed that location will affect construction cost as the characteristics of the area will not 

only determine resource availability, but also the monetary value of the resources [10]. A 

previous study by Al-Juwairah [11] noted that geo-technical formations such as limestone, 

cavities, high water table and others are some site related problems that increase building 

costs. 

 

Some studies have reported that the high construction costs of buildings add to the frustration 

of most low and medium income families [12, 13].  Ujene [3] noted that the high cost of 

construction and inability of construction managers to accurately forecast the cost and time 

behaviour of building projects  have resulted in many abandoned projects, poor quality jobs, 

collapsed buildings, disputes among stakeholders and housing shortages among others [4]. 

Literature appears scarce on utilization of site characteristics to predict the time and cost 

performance of building in Nigeria, hence this study utilized locational features to predict the 

cost and time overrun of building projects in Nigeria using an artificial neural network 

approach. 

 

1.1 OBJECTIVES 

For the purpose of achieving the aim of this study, the first objective evaluated site 

characteristics influencing time and cost delivery of building projects, the second assessed the 

range of percentage cost and time overrun of building projects and the third developed a 

neural network model for the prediction of percentage cost and time overrun of building 

projects using the site characteristics of the projects. 

 

The result of this study generally will broaden stakeholders’ knowledge of the nature and 

extent to which site characteristics influence cost and time overruns. This will help to ensure 

planning and execution strategies that can provide the necessary construction management 

support for enhanced project delivery.  

 

1.2 LITERATURE REVIEW 

 

1.2.1 OVERVIEW OF SITE CHARACTERISTICS 

 

The locational characteristics of sites are very vital to the planning and construction of a 

facility [14, 15]. Site topography is critical in evaluating storm water quality and discharge, 

as well as quantities of soil cut and fill [16, 17]. Other important characteristics are ground 

water level, bearing capacity of soil, size of the site, access to the site, land use compatibility, 

level of available infrastructure, proximity of material/labour and confined nature of site [3], 

while Amusan [8] and Memon et al. [7] noted that the location of a building, unforeseen 

ground condition of the site and soil certainly contribute a lot to the cost of building. 
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Oduwaye [18] identified cost of land, Okali, Okpara and Olawoye [10] identified location of 

projects, while Al-Juwairah [11] identified geo-technical formations such as limestone, 

cavities, high water table and the swell of clay fills as site related problems that  influence 

building costs. These constituted the sources of the site characteristics used in this study. 

 

1.2.2 PERFORMANCE AND OVERRUN IN CONSTRUCTION  

 

Project performance is about meeting or exceeding stakeholders’ needs and expectations 

from a project. It invariably involves placing consideration on major project elements of time, 

cost, quality, health and safety, profitability, productivity and others [19]. It has been pointed 

out that in today’s highly competitive and uncertain business environment, the client, who is 

the major stakeholder, wants speedier delivery of their project with early start of construction 

work, certainty of performance in terms of cost, quality and time, value for money for their 

investment, minimal exposure to risk, and early confirmation of design and price or cost [20].  

 

Studies have noted that client needs are generally in terms of time, cost and quality. Thus, 

they serve as bases of measuring the success of the projects [21, 22]. Cost/time overrun 

simply refers to the difference between the value originally envisaged for a project and the 

value reflected in the final certificate, serving as measures of assessing the cost and time 

performance of projects [23] as adopted in this study.  

 

1.2.3 ARTIFICAL NEURAL NETWORK  

Artificial neural network (ANN) is a computational model that is inspired by the structure or 

functional aspects of biological neural networks. They are characterized in principle by a 

network topology, a connection pattern, neural activation properties, training strategy and 

ability to process data [24]. Jamous [25] further noted that ANN are distributed, adaptive, 

generally nonlinear learning machines built from many different processing elements (PEs) 

which communicate by sending signals to each other over a large number of weighted 

connections. It is a preferred tool for many predictive data mining applications because of 

their power, flexibility, and ease of use.  Every parallel-distributed processing model such as 

the neural network has eight components, namely the processing elements (PE) or neurons, 

the activation function f, the output function, the connectivity pattern (wi,R), the propagation 

rule, the activation rule, the learning rule and the system’s operating environment [25]. 

  

The most common neural network model is Multilayer Perceptron (MLP), known as a 

supervised network because it requires a desired output to learn so as to create a model that 

correctly maps the input to the output using historical data. In a single hidden layer MLP, 

inputs are fed and get multiplied by interconnection weights as they are passed from the input 

layer to the hidden layer. Within the hidden layer, they get summed then processed by a 

nonlinear function (usually the hyperbolic tangent).  Finally the data is multiplied by 

interconnection weights then processed one last time within the output layer to produce the 

neural network output [24]. 
 

2.0 METHODOLOGY 

 

The research method is qualitative and quantitative in nature, and is appropriately in line with 

the positivist belief. It conforms to a construction management field that appears to be firmly 

rooted within the positivist tradition that facilitates the application of either pure or applied 
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research in the built environment [26]. Data were obtained from records of construction costs, 

contract documents and valuation reports of 216 purposively sampled building projects 

completed between 2010 and 2013 in Nigeria. Cost and time overrun as well as twelve site 

characteristics identified from literature and focused group discussions were extracted from 

the documents. The variables are described in Table 1.  

The independent variables comprised five factors and seven covariates. The factors which 

were ordinal variables were coded using the thermometer coding. This is implemented by 

specifying a set of binary input nodes, each of which is either on (1) or off (0). The numbers 

of nodes are usually one less than the numbers of categories [27]. The covariates which were 

continuous variables were normalized to take values between -1 and 1 as applicable in 

artificial neural networks. In this study several algorithms resulting from various architectures 

and units of one hidden layer were obtained by dropping less important variables. The 216 

cases were partitioned into 70% for training, 20% for testing and 10% for holdout. The 

outputs were saved and compared for optimum prediction performance. The performance 

assessment was based on the coefficient of determination (R
2
), mean absolute error (MAE), 

the mean absolute percentage error (MAPE) and relative squared error (RSE) [24, 28]. 

Table 1: Descriptions of variables and their measurement 

Variable   Variable Measurement classification  Unit 

(Independent)   Entry 

Soil Strength Soil bearing capacity measured in Newton per square 

millimetre 

Covariates KN/m
2
 

Site Topography percentage of height to horizontal distance in metres, 

categorised into: Flat slope, medium slope and steep slope 

Factor Binary 

coding 

Material Proximity Availability and nearness of site to supply source, categorised 

into: nil, low, moderate, high and very high availability 

Factor Binary 

coding 

Labour Availability Availability and nearness of site to supply source, categorised 

into: nil, low, moderate, high and very high availability 

Factor Binary 

coding  
Ratio of Plot Undeveloped Ratio of area of  plot undeveloped to total area of site  Covariate Ratio 

Level of Infrastructure Nominal ratio of the available infrastructure around site to the 

expected stock of infrastructure 

Covariate Ratio 

Ground Water Level Depth of water level from ground surface Covariate metre 

Accessibility Ease of transport and supply of resources, categorised into: nil, 

low, moderate, high and very high accessibility 

Factor Binary 

coding 

Size of Site Total area of site Covariate Square 

metre 

Area of Site Developed  Total portion of site occupied by the developed building Covariate Square 

metre 

Land Use Compatibility Integration with adjoining properties/environment, categorised 

into: nil, low, moderate, high and very high compatibility 

Factor Binary 

coding 

Cost of Land Monetary value of acquiring site Covariate Naira 

(Dependent)    

Cost Overrun Difference between initial and final total construction cost Continuous Naira 

Time Overrun Difference between initial and final construction duration Continuous Weeks 
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The coefficient of determination measured the variance that is interpreted by the model. The 

model has healthy predictive ability when it is near to 1 and poor prediction when it is near to 

0. Mean absolute error (MAE) measures the average deviation of the predicted values from 

the corresponding observed values; the lower MAE the better is the long term model 

prediction.  Mean absolute percent error (MAPE) corrects the 'cancelling out' results and also 

keeps into basis the different scales at which this measure can be calculated and thus can be 

used to analyze different predictions. Relative squared error (RSE) is the aggregate squared 

error produced relative to what the error would have been if the prediction had been the 

average absolute value. Lower RSE is the better model prediction. According to Wilmot and 

Mei [29], accuracy performance (AP) is defined as (100−MAPE) %, hence a smaller MAPE 

and higher R
2
 implies better accuracy performance. The R

2
 was obtained from the prediction 

chart, while the expressions of other measures are shown in Equations 1, 2 and 3. 

 
             ……………....1  
 

 

  ……………. 2 

 

 

    

 ………….…3  

 

 

Where yi and ŷi are observed and predicted values [28]. 

 

3.0 RESULTS AND ANALYSIS  

 

3.1 EVALUATION OF SITE CHARACTERISTICS  

The results of the descriptive analysis of the five characteristics categorized as factors and 

measured qualitatively, and the seven characteristics categorized as covariates measured 

quantitatively are presented in Tables 2 and 3. 

 

Table 2 shows that over 90% of the project sites had flat and moderate slope with very few 

sites having steep slopes. This implies that building developments are scarcely carried out on 

sites with steep slopes in line with the observation by Omole and Owoeye [17].  The results 

indicate that the buildings were sited at places with moderate and high material/labour 

availability and proximity with over 80% of the projects with these characteristics. The 

majority of the sites were found to fall within medium and high accessibility with about 83% 

of the sites falling within the stated range. Similarly about 82% of the sites evaluated were 

within the range of medium and high compatibility.  

 

The results generally support the observation by Al-Juwairah [11] that developers most often 

strive to embrace favourable site factors. The implication, however, is that when such choice 

is beyond the control of the developer, the performance of the project will be affected. 

 

Table 2: Descriptive analysis of site characteristics (factors) 
Characteristics Sub-characteristics Frequency Percentage 

∑ 
N 

i = 1 

1 

N 
 

ŷi-yi MAE = 

 i  = 1 

MAPE = 

N 

∑ 1 

N 
 

ŷi-yi 

yi 
x 100 

 RSE   = 

ŷi-yi 

[Mean (yi) -yi] 

∑ 
N 

i = 1 

∑ 
N 

i = 1 

2 

2 
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Site Topography Flat slope 128 59.3 

Moderate slope 79 36.6 

Steep slope 9 4.2 

Total 216 100.0 

Material Availability 

and Proximity 

Low availability 20 9.3 

Medium availability 105 48.6 

High availability 72 33.3 

Very high availability 19 8.8 

Total 216 100.0 

Labour Availability 

and Proximity 

Low availability 20 9.3 

Medium availability 110 50.9 

High availability 71 32.9 

Very high availability 15 6.9 

Total 216 100.0 

Site Accessibility Low accessibility 24 11.1 

Medium accessibility 96 44.4 

High accessibility 84 38.9 

Very high accessibility 12 5.6 

Total 216 100.0 

Site Compatibility Low compatibility 23 10.6 

Medium compatibility 96 44.4 

High compatibility 81 37.5 

Very high compatibility 16 7.4 

Total 216 100.0 

 

Table 3: Descriptive analysis of site characteristics (covariates) and percentage overrun 

Characteristics N Minimum Maximum Sum Mean Std. Deviation 

Soil Strength 216 130.00 300.00 43524.00 201.500 41.256 

Ratio of Plot Undeveloped 216 0.45 0.95 151.92 0.699 0.129 

Level of Infrastructure 216 0.43 1.00 155.65 0.721 0.199 

Ground Water Level 216 1.00 10.00 763.20 3.533 1.928 

Site Area 216 452.00 2778.76 271525.69 1257.063 516.210 

Land Value 216 1399734.00 9725660.00 8.46E8 3.9152E6 1.698E6 

Area of Plot Developed 216 58.56 1298.14 86302.05 399.5465 284.19337 

Percentage Cost Overrun 216 12.61 90.56 9582.00 44.361 17.376 

Percentage Duration 

Overrun 
216 10.08 61.31 5782.37 26.770 10.305 

 

The results in Table 3 show that the soil strength of the sites investigated ranged between 

130KN/m
2
 and 300KN/m

2
 with a mean value of 201.5KN/m

2
. This implies that a majority of 

the sites had adequate bearing capacity above the value of 140 KN/m
2
 adequate for low rise 

buildings [30]. The majority of the sites investigated had adequate working space with 

average of about 69.9% of undeveloped area in most of the sites which is greater than the 

40% specified by most development authorities in Nigeria as noted by Aluko [31]. The level 

of available stock of infrastructure also showed that most of the sites were located in areas 

with about 72% of expected stock of infrastructures. This indicates that most sites were 

located around urban areas in line with the observation by Oisasoje and Aidelunuoghene [32], 

that facilities location in Nigeria is very lopsided with the urban centres having more 

concentration of infrastructure than the rural areas. The evaluation of the average depth of 

site water level across the seasons shows a mean value of 3.53m from surface level. The 
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results indicate that a majority of the sites have good aquifers presence mostly found in the 

Tertiary and Quaternary sediments of the southern coastal areas (Benin and Niger Delta 

Basins), where the water level varies between 0 and 9 m [33]. 

 

 The results show an average plot size of 1257 square meters per project, with average value 

of N3,115.00 per square meter. The high cost of land may be attributable to the demand as 

well as the fact that customary owners both within and outside city boundaries sell their land 

without reference to the public authorities, who are in charge of land administration and 

control in Nigeria [34]. The result in Table 3 also indicates that a majority of the sites 

investigated had about 31.5% of the total area developed which is less than the maximum of 

60% specified by most development authorities in Nigeria [31]. The study generally showed 

that with fairly favourable site characteristics, cost overrun range reached 77.95% with a 

mean value of 44.36% variation, while time overrun range reached 51.23% with a mean 

value of 26.77% variation. It therefore implies that with harsh site characteristics percentage 

overrun may rise by more than a hundred percent [35]. 

 

3.2 ARTIFICIAL NEURAL NETWORK MODEL  

The model analysis in this study utilized the ANN algorithm built into SPSS17 software. The 

algorithm implements automatically the multilayer perceptron neural network with gradient 

descent learning, hyperbolic tangent hidden layer activation function and identity output layer 

activation function, the process of which has been discussed in the methodology. The output 

result of the software displays the following useful information presented only for the best 

performed model in appendix.  

 

(a) Network information –Appendix I displays information about the neural network, 

including the 2 dependent variables, 5 input factors and 3 input covariates, which were 

rescaled by normalization. The network had one hidden and 5 units in the hidden layer with 

identity activation function. The result is similar to the form by Chukwu and Nwachukwu 

[24], hence can be reliable for adoption. 

(b) Diagram - Appendix III displays the network diagram as a non-editable chart. It shows 

that as the number of covariates and factor levels increases, the diagram becomes more 

complex and difficult to interpret, an indication of some complex relationship between the 

variables. 

(c) Synaptic weights - Displays the coefficient estimates that show the relationship between 

the units in a given layer to the units in the following layer. The synaptic weights are based 

on the training sample, the number of which can become rather large.  These weights are 

generally not used for interpreting network results hence not shown. 

(d) Network performance - Displays results used to determine whether the model is “good”. 

The charts in this group which are based on the combined training and testing samples have 

fairly linear goodness, with high coefficient of determination as shown in Appendix IV. 

(e) Model summary – This displays a summary of the neural network results by partition and 

overall, including the error, the relative error or percentage of incorrect predictions, the 

stopping rule used to stop training, and the training time. The error is the sum-of-squares 

error when the hyperbolic tangent activation function is applied to the output layer. It is the 

cross-entropy error when the softmax activation function is applied to the output layer. 
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Relative errors or percentages of incorrect predictions are displayed depending on the 

dependent variable measurement levels. The model summary results were used for the basis 

of the prediction performance discussed in the next section. 

3.3 COMPARISON OF PREDICTION PERFORMANCE OF SEVERAL MODEL 

ALGORITHMS  

The result for the assessment of prediction performance of cost overrun algorithms based on 

the criteria described in the methodology is presented in Table 4. 

Table 4: Results of prediction performance of cost overrun algorithms 

S/no of 

algorithm 

No of 

inputs 

No of units in 

jidden layer 

 

R
2
 

 

MAE 

 

MAPE 

 

RSE 

 

AP 

1 12 3 0.942 3.494 9.286 0.006 90.714 

2 11 3 0.825 5.520 15.581 0.006 84.419 

3 10 4 0.839 5.578 15.151 0.005 84.849 

4 9 4 0.928 3.471 8.921 0.009 91.079 

5 8 5 0.943 2.947 8.073 0.008 91.927 

6 7 5 0.904 4.249 10.64 0.010 89.360 

7 8 6 0.733 7.522 19.171 0.004 80.829 
Coefficient of determination (R

2
), mean absolute error (MAE), mean absolute percentage error (MAPE),  

Relative squared error (RSE), accuracy prediction (AP) 

The results in Table 4 show that the fifth algorithm obtained with eight variable inputs and 

five hidden layers had an overall accuracy performance of 91.93%. This prediction accuracy 

level for cost overrun prediction is observed to be higher than the other algorithms.  

Similarly, the result for the assessment of prediction performance of duration algorithms 

based on the same criteria described in the methodology is presented in Table 5.  
 

Table 5: Results of prediction performance of time overrun algorithms 

S/no of 

algorithm 

No of 

inputs 

No of units in 

hidden layer 

 

R
2
 

 

MAE 

 

MAPE 

 

RSE 

 

AP 

1 12 3 0.921 2.321 9.895 0.003 90.105 

2 11 3 0.785 3.663 15.966 0.011 84.034 

3 10 4 0.857 2.954 12.505 0.010 87.495 

4 9 4 0.903 2.421 10.141 0.020 89.859 

5 8 5 0.936 1.965 8.555 0.010 91.445 

6 7 5 0.866 2.979 12.344 0.015 87.656 

7 8 6 0.699 4.581 17.760 0.008 82.240 
Coefficient of determination (R

2
), mean absolute error (MAE), mean absolute percentage error (MAPE),  

relative squared error (RSE), accuracy prediction (AP) 

The result in Table 5 shows that the fifth algorithm obtained with eight variable inputs and 

five hidden layers had an overall accuracy performance of 91.43% for the duration overrun 

prediction, which is higher than the other algorithms. These accuracy performance levels for 

the cost and time overrun predictions are better than the 80% accuracy obtained by ElSawy,  

Hosny and  Razek [36] from  a neural network model for construction projects site overhead 

cost estimating in Egypt and  comparable to the 93% accuracy level achieved by Gunaydin 

and Dogan [37] from a neural network model built to estimate the cost in early phases of 

building design process, as well as the 93.7% accuracy performance obtained by Abujamous,  
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Rustom and Abukmail [38] from the investigation of  influencing cost factors in road projects 

in Gaza Strip using artificial neural network. A potential application of this research is to cut 

down surplus budget amount to complete a construction project.  

 

The model summary of the fifth algorithm with the optimum accuracy performance (Table 6) 

shows that the average overall relative errors of the sample partitions are training (0.057), 

testing (0.082), and holdout (0.148). This gives a range of 0.091 which is less than the 0.190 

range obtained by Kitikidou and Iliadis [49]. This implies that the average overall relative 

errors are roughly equal across the samples which give some confidence that the model is not 

over-trained and that the error in future cases scored by the network will be close to the error 

reported in this result. The result also shows that the estimation algorithm stopped because 

the error did not decrease after a step in the algorithm. These are generally indications that 

the model has been obtained under expected conditions required to give reliable results 

applicable under the circumstances of the study. 

 

Table 6: Model summary for the optimum algorithm (No 5)  

Characteris

tics 

Sub-characteristics Values 

Training Sum of Squares Error 0.422 

Average Overall Relative Error 0.057 

Relative Error for Scale Dependents of  Percentage Cost Overrun 0.052 

Relative Error for Scale Dependents of Percentage duration Overrun 0.064 

Stopping Rule Used 1 consecutive step(s) with 

no decrease in error
a
 

Training Time 0:00:00.172 

Testing Sum of Squares Error 0.110 

Average Overall Relative Error 0.082 

Relative Error for Scale Dependents of  Percentage Cost Overrun 0.091 

Relative Error for Scale Dependents of Percentage Duration Overrun 0.068 

Holdout Average Overall Relative Error 0.148 

Relative Error for Scale Dependents of  Percentage Cost Overrun 0.099 

Relative Error for Scale Dependents of Percentage duration Overrun 0.196 

a. Error computations are based on the testing sample. 

 

In order to appreciate the contributions of the independent variables to prediction of the 

percentage cost-time overrun, the result of the variable importance is presented in Table 7. 

 

Table 7: Result of the independent variable importance 

Site Characteristics   Importance 
Normalized 

Importance 
Rank 

Ground Water Level 0.169 100.0% 1 

Level of Infrastructure 0.147 87.3% 2 

Labour Proximity 0.138 81.8% 3 

Accessibility 0.127 75.0% 4 
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Site Compatibility 0.121 71.9% 5 

Site Topography 0.105 62.4% 6 

Ratio of Plot Undeveloped 0.105 62.3% 7 

Material Proximity 0.088 52.1% 8 

 

Table 7  and Appendix II show that the ground water level, level of available infrastructure 

and labour proximity around the site are the most important predictor of cost and time 

overrun, while the ratio of plot developed and the material proximity to site were least 

important predictors. Although the result shows that all eight variables had more than 50% 

importance, signifying some level of indispensability of all the eight variables to the 

prediction of cost and time overrun, yet developers may lay more emphasis on ground water 

level which affects the soil bearing capacity and selection of foundation, level of available 

infrastructure provided by the government and labour availability/proximity which reduce the 

burden of development cost and facilitate prompt delivery. 

 

4.0 CONCLUSIONS  

This study has evaluated site characteristics influencing the time and cost delivery of building 

projects, determined the range of percentage cost and time overrun and developed a neural 

network model for predicting the percentage cost and time overrun using the site 

characteristics, with a view to broadening and deepening stakeholder understanding of the 

behaviour pattern of some site related factors for enhanced prediction of project performance. 

The study evaluated twelve characteristics and two performance indicators. It was concluded 

that building developments are scarcely carried out on sites with steep slopes as site 

development is largely dependent on the absence of obstacles such as steep topography. 

Buildings were mostly sited at places with moderate to high material/labour availability and 

proximity with medium to high accessibility and compatibility.  

The study also concluded that majority of the sites had adequate bearing capacity, working 

space and stock of infrastructure around sites. A majority of the sites have good aquifers 

presence mostly found in the tertiary and quaternary sediments of the southern coastal areas 

with high likelihood of flooding at the peak of the raining season. The sites which were of 

high costs had their total developed area within regulation. The percentage cost overrun range 

was found to be greater than the percentage duration overrun, an indication that cost variation 

responds more to site characteristic than duration variation. The study generally showed that 

with fairly favourable site characteristics, cost overrun range reached 77.95% with a mean 

value of 44.36% variation, while time overrun range reached 51.23% with a mean value of 

26.77% variation. It therefore implies that with harsh site characteristics percentage overrun 

may reach or exceed a hundred percent. It was found that the accuracy performance levels of 

91.93% and 91.43% for the cost and time overrun predictions respectively were very high 

which can help to cut down surplus budget cost and time meant to take care of overrun in 

building projects. The study concluded that the model with eight site characteristics had the 

best prediction accuracy, with ground water level, level of available infrastructure and labour 

proximity around the site being the most important predictors of cost and time overrun, while 

the ratio of plot developed and the material proximity to site were least important predictors.  

The study recommends that project owners, consultants, contractors and other stakeholders 

should make use of the identified eight site characteristicsof ground water level, level of 
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infrastructure, labour proximity, accessibility, site compatibility, site topography, ratio of plot 

undeveloped and material proximity to predict percentage cost and time overrun, with more 

priority on the first three characteristics. The study also recommends the neural network 

prediction approach due to its prediction accuracy. 

The field of neural networks according to Chukwu and Nwachukwu [24] is very diverse and 

opportunities for improvement exist in many facets, including data pre-processing and 

representation, architecture selection, and application. This study therefore suggests that 

further research can be carried out to improve the performance of Neural Networks for 

percentage cost-time overrun prediction, perhaps through better training methods, better 

architecture selection, or better additional inputs of site or other characteristics. 
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APPENDIX I: Network Information 

Input Layer Factors 1 Site Topography 

2 Material Proximity 

3 Labour Proximity 

4 Accessibility 

5 Site Compatibility 

Covariates 1 Ratio of Plot Undeveloped 

2 Level of Infrastructure 

3 Ground Water Level 

 Number of Units
a
 22 

Rescaling Method for Covariates Normalized 

Hidden Layer(s)  Number of Hidden Layers 1 

Number of Units in Hidden Layer 
1

a
 

5 

Activation Function Hyperbolic tangent 

Output Layer Dependent Variables 1 Percentage Cost overrun 

2 Percentage duration Overrun 

Number of Units 2 

Rescaling Method for Scale Dependents Normalized 

Activation Function Identity 

Error Function Sum of Squares 

a. Excluding the bias unit 

 

APPENDIX II: Independent Variable Importance Chart 
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APPENDIX III:  Network Diagram 
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APPENDIX IV:  Predicted by Observed Charts 

 
 

 


